
9/6/2013

1

Statistics and Chemical Measurements: 
Quantifying Uncertainty

The bottom line:   Do we trust our results?
Should we (or anyone else)? Why?

What is Quality Assurance?

What is Quality Control?

1

Normal or Gaussian Distribution – The “Bell Curve”

IF only random errors are present, data will follow a Gaussian 
Distribution

This distribution is described by:

Two important parameters for a Gaussian distribution

:  population mean or average

The mean defines

:  population standard deviation

The standard deviation defines
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Normal or Gaussian Distribution – The “Bell Curve”

• Experimental determination of  and  is unrealistic, because they 
are based on an infinite data set.  

• SO, a more realistic goal is to calculate an arithmetic mean:

, where n is the number of samples.

• It is also more realistic to calculate a sample standard deviation:

Why “n-1”?

Remember e2?

Know how to calculate s on your calculator!  
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Relating Standard Deviation, 
Gaussian Distribution and Probability

For ANY Gaussian curve (“normal distribution”, random errors):

68.3% of measurements are within  1 std. dev. (  or )

95.5% of measurements are within  2 std. dev.

99.7% of measurements are within  3 std. dev.

We can predict the odds of finding a value within a specific range.  It all 
boils down to area under the curve!

1. Pick a range on the x-axis of the curve

2. Integrate the area under this range (Table 4-1)

3. This area is the probability of observing a value somewhere in this 
range.
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Relating Standard Deviation, 
Gaussian Distribution and Probability

For example:

50% of the values should be > the mean, and 49.8650% should be 
between the mean and +3s.

Since 34.13% of the observations fall between the mean and +1s, and 
47.73% fall between the mean and +2s, what fraction falls between 
+1s and +2s?

5

So just how good are your data?  
How do you know (statistically)?

When we determine an average (with some associated error), how 
sure are we that the "true value" is close to this average?
• What factors influence this confidence?

The most common statistical tool for determining that the "true" value is 
close to our calculated mean is the confidence interval.

The confidence interval presents a range about the mean within which 
there is a fixed probability of finding .
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Confidence Intervals

• Values for t are tabulated based on several confidence levels and 
various numbers of degrees of freedom.

• NOTE: even though the number of measurements (n) is used in 
the CI calculation, t is determined based on the degrees of freedom
(n-1).
• How can we work to minimize the range calculated at a given 

confidence interval?

• How would you cut the CI in half experimentally?
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 Confidence Level (%)
Degrees of 
Freedom 

50 90 95 98 99 99.5 99.9 

3 0.765 2.353 3.182 4.541 5.841 7.453 12.924 
120 0.677 1.658 1.980 2.358 2.617 2.860 3.373 

 

Are two sets of data really different?  
How do we tell?

• Generally base our determination of the 95% confidence interval.

• If there is greater than 95% probability that the data are the same, 
we say they do not differ.  Less than 95% probability indicates 
statistically different results.

• Involve calculating a "t" (tcalculated) and comparing the result to 
tabulated values for t (ttable or tcritical).

• “Null Hypothesis”:

Three different considerations:
1. Comparing a measured result with a "Known" or "True" value.

2. Comparing two different methods.

3. Comparing differences of multiple samples and two or more methods.

8



9/6/2013

5

Comparing a measured result with a "Known" or 
"True" value.

Key question: 

Does the true value fall within our confidence limits?

• Useful for comparing a result to a standard (i.e. SRM)

• Rearrange confidence limit calculation

• If tcalculated > ttable at 95% confidence, the results are statistically 
different.
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Comparing Two Different Methods

If the results of method A (   , s1) are different from the results of 
method B (   , s2), is this difference significant?

• Must consider both the means and standard deviations

• Still compare tcalculated and ttable, but use new calculation

• n1 + n2 - 2 = number of degrees of freedom

• If tcalculated > ttable at 95% confidence, the results are statistically different.

This assumes  is the “same” for both data sets.  If not, the calculation 
changes.  How do we know?  F-Test
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F-Test for Comparing Standard Deviations

Compare Fcalc with Ftable, if Fcalc>Ftable, difference is significant!
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Fcalc = (s1)
2 F always 1 

  (s2)
2  

 

Comparing Differences of Multiple Samples 
and Two or More Methods.

Only individual samples have been run, no replicates.

The basis for our decision becomes the average difference between 
the two methods.

If tcalculated > ttable at 95% confidence, the results are statistically 
different.
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Tests for Data Validity: Testing for “outliers”

Useful when one piece of data appears to be outside a reasonable 
range.
• Tests for statistical probability that the outlier is a member of the same 

population of the consistent data

• These are statistical tests, but are still subjective and should be used 
carefully to avoid eliminating useful data!!!

I.  Q-Test 
gap is the difference b/w outlier and nearest value

range is total spread of the data.

Compare Qcalculated with Qtable (typically use 90% confidence)
• If Qcalculated is greater than Qtable, there is a statistical 

probability that the outlier is an invalid data point and
may be discarded.

• If Qcalculated is less than Qtable, the data point should 
be retained.
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Tests for Data Validity: Testing for “Outliers”

II.  Grubbs Test

Compare Gcalculated with Gtable

• If Gcalculated is greater than Gtable, there is a 
statistical probability that the outlier is an 
invalid data point and should be discarded.

• If Gcalculated is less than Gtable, the data point 
should be retained.

Care must be taken to avoid dismissing useful data!

Common Sense should be the guide!
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Spreadsheet Tips and Hints

Excel is great, but no amount of calculation can salvage bad data!
• When entering calculations, use parentheses at will!

SQRT(23+A5/2) is different than SQRT((25+A5)/2)!!

• Be sure order of operations will be followed correctly
1. Exponents

2. Multiplication and Division (left to right)

3. Addition and Subtraction

• Document your spreadsheet by including cell formulas for critical 
calculations

• Use absolute references when helpful
• The dollar sign “locks” a row or column

• i.e. $B$5 will refer to cell B5 in any calculation, but B$5 will allow the column to 
vary while the row stays locked at 5

• Learn common built-in functions
• Things like SUM, STDEV, AVERAGE

• Check out the InsertFunction menu in Excel

• “Help” or right-clicking can come in handy, too!
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